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Bombardment of solids with keV atoms leads to violent collisions with subsequent
ejection of target particles. This review discusses how classical molecular dynamics si-
mulations designed to describe the bombardment events can give insight into microscopic
processes where not only classical but also quantum effects such as electronic excitation
and organic reactions play an important role. By incorporating a simple excitation/de-
excitation model into the simulation, we have shown that collisional events are important
Lo describe the distribution of excited state atoms measured experimentally. Molecular
dynamics simulations employing a reactive many-body potential of small hydrocarbon
molecules adsorbed on a metal surface predict the occurrence of various collision induced
organic reactions prior to ejection. Lateral motion of particles in the region right above
the surface plays an important role in signal enhancement. The calculations predict
several processes such as direct molecular ejection, dissociation to fragments, uni-
molecular rearrangement and hydrogen abstraction reactions.

Keywords: Computer simulation; Molecular dynamics; Organic overlayers; Sputtering;
Electronic effects

INTRODUCTION

The ability to model energetic particle bombardment of solids has
grown enormously over the past thirty years. This growth has been
spurred by developments in computer technology and in development
of experiments that are able to obtain more and more detailed infor-
mation about the system. For example, the early work of Harrison [1]
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As evidenced by the presentations at this meeting, a large number of
researchers have switched to many-body interaction potentials. Having
a many-body potential, however, does not guarantee perfect results. To
date there are only a handful of many-body potential energy surfaces
that have been used extensively for a variety of simulations [8]. An
example of a study that makes quantitative comparisons among the
potentials is by Balamane et al. for Si systems [9]. The ability to use ab
initio potentials, however, is beyond current computer capabilities for
system sizes presented in many of the papers at this meeting. It is with
some caution that we perform MD simulations for large reactive Sys-
tems. Successes as judged by comparisons to experimental data though
encourage us to move forward. Our favorite potentials [8] are the MD/
MC-CEM potentials [10-12] for fcc metals although the Sandra EAM
fec potentials {13 -15] have also been successfully used for many si-
mulations, the Tersoff potential for Si [16]. the Stillinger—Weber po-
tential for Si [17] and Si~F [18,19] and the Brenner potential for

* hydrocarbons [20.21). It is the Brenner potential that allows us to

dream of using classical mechanics for organic reactions.

ATOMIC SOLIDS

MD simulations using many-body potentials have been implemented
to examine the experimental energy and angular distributions of atomic
species after keV ion bombardment of solids. As an initial calibration
we examined fce and diamond lattice systems. As shown in Fig. 1, the
experimental energy distributions of Rh from Rh{111} are in excellent
agreement with calculations using the EAM potential [13], while the
calculated distribution using pair potentials peak at a significantly
lower encrgy [22,23). The cnergy resolved angular distributions of Ni
from Ni{001} are shown in Fig. 2 [24). In this case, MD simulations
were done using the MD/MC-CEM potential [10--12). The calculated
distributions exhibit the same features and trends as the experimental
distributions.

The excellent agreement between the experimental and calculated
energy and angular distributions for fcc surfaces makes it attractive to
use the information obtained from the simulations to obtain a micro-
scopic view of the various bombardment events [24]. The calculations
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FIGURE 1| Experimental and calculated angle-integrated Kinetic energy distributions
of Rh from Rh{111}. In all cases, the curves arc peak normalized (from Ref. [22]).

tell us that for the {001} surface the collision sequences are strongly
dominated by the alignment of atomic motions inside the solid. The
majority of ejected species originate from the first layer. Though the
yield of second layer atoms is low, they are found to eject preferentially
along the normal direction and are largely responsible for the intensity
at 6 < 10°. The dominant mechanism of ejection is one in which par-
ticles eject due to collision with an atom from a layer below (A me-
chanism). Collisions involving atoms in the same layer (A, mechanism)
give rise to a shift in the peak position of the angular distributions.
MD simulations can also be used in structure elucidation of surfaces.
The surface structure of GaAs{001} and metal overlayers on GaAs is of
interest technologically. The experimentally obtained angular distri-
bution of 20eV Al* ejected after keV bombardment of a 0.3 monolayer
of Al on GaAs{001} is shown in Fig. 3(c) [25]. The features in the
angular distribution suggest placement of Al atoms on a (2 x 4) surface
cither 0.31a, or 0.15a, above the surface (ag=5.43 A) in the trough
between two As, dimers. The angular distributions obtained from MD
simulations using the Si potential developed by Tersoff [16], as shown
in Figs. 3(a) and (b) for the two adsorption heights, are compared with
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FIGURE 3 Angular distributions of adlayer Al atoms (from Ref. [25)). (a) Calcu-
jated distributions of 10- 30 eV atoms desorbed from the 0.31a, binding height model.
(b) Calculated distributions of 10-30eV atoms desorbed from the 0.15a0 binding
height model. (¢) Experimental distributions of 20eV secondary Al jons gjected from
0.3 ML Al deposited on GaAs{001}.

ELECTRONIC EXCITATIONS

The formation of atoms in excited electronic states subsequent to keV
ion bombardment of metals has been of interest to further the basic
understanding of inelastic processes in ion solid interactions. State
selective detection using multiphoton ionization has been used to probe
the *Fyj, ground state and the *F;; excited electronic state of Rh ejected
after ion bombardment of Rh{100} [26]. As a preliminary analysis of
the experimental data the ratio of the excited state (N* =4F,) intensity
to the ground state (N = 4Fy/2) intensity is plotted vs. 1 /v, as shown in
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Fig. 4(a). For high velocities the results fit the Hagstrum de-excitati
model [27]. At velocities corresponding to energies less than ~ 13;c\)/n
however, the ratio of excited state to ground state intensity is i ’
dependent of the perpendicular velocity, v, . e
In order to understand this effect we mddeled the bombardment of
Rh{001} [28]. The excitation process is assumed to occur when an
encounter between two atoms becomes smaller than a critical threshold
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FIGURE 4 Results of electronic excitation calculations (from Ref. {30}). (a) Dashed

line sents S i

o zlgop)rt;;t:)l:;:x:oﬁ(N‘/N) vs 1/v, as predicted by simulations for particles ejected with

b<20 iast otted dm‘e represents the reevaluation of log(N*/N) with the omission of
xcited above the surface. Solid line represents the experimental results for

at()m.s w ll. 6 0°. b- Excitation robabilities for individual atoms as predicted by
the simulations. (C) Helght at which an atom was lasll exlci:ed IZ l
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“distance, ry, yielding an initial excitation probability Pp. After excita-
tion, the excitation probability is subjected to a time dependent decay
with a characteristic lifetime 7

dpP/dt = —P/T.

It is assumed that this decay is a result of coupling between the excited
atom and the electrons in the solid. In our calculations [29] 7 is defined
in terms of the electron density of the atoms in the solid, which can be
obtained from the EAM potential.

Simulating electronic excitations now involves combining molecular
dynamics simulation with the above electronic excitation model [28].
The molecular dynamics simulations yield N, (v, 8, ¢) the total number
of atoms ejected with velocity v and polar and azimuthal angles of § and
#. The electronic excitation model gives excitation probabilities for
these atoms. The number of atoms in the excited state is obtained by

N*(v,0,¢) = N(v.8,0)P(v,0,9).

Assuming that the first excited state and the ground state represent
nearly the entire population, the number of ground state atoms is given

by
N(v,0,¢) = N,(v.0,0){1 — P(v.6.¢)}.

The ratio of the excited state population (N*) to the ground state
population (N) obtained from experiments and theoretical predic-
tion as presented in Fig. 4(a) show remarkable similarity [30]. A linear
relation between log(N*/N) and 1/v, is observed at high velocities [31].
At low velocities N*/N becomes independent of v,. The excitation
probabilities as shown in Fig. 4(b) decay exponentially with 1/vy.
There are ejected atoms, however, whose excitation probabilities are
quite high.

Examining the excitation history of these atoms, we observe that
these atoms were last excited with other atoms some distance (~ 1-
20 A) above the surface (Fig. 4(c)). These calculations show that the
enhanced excitation probability in the low velocity regime arises from
the atoms that are excited above the surface and exhibit relatively little
de-excitation. Since slow moving atoms that are excited at the surface
are almost completely de-excited, the atoms excited above the surface
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contribute significantly to the total excitation probability in the low
vglocity region. This is evident in Fig. 4(a) where omission of atoms
with last excitation above the surface yields a result dependent on 1/v
even at low velocities (dotted line).

We have shown how the collisional excitation model in conjunction
with molecular dynamics simulations can be used to identify quantum
effects. A detailed analysis of all the events in the MD simulation
illu§lrates the importance of excited atoms produced by collisional
f:xcnations a few angstroms above the surface. This basic approach of
incorporating simple quantum models [32} into the MD simulations
shows promise for microscopic examination of quantum effects in
sputtering.

BAND STRUCTURE EFFECTS

Shown in Fig. 5 are energy distributions of a*F, ground state and a*D;
excited state Ni atoms ejected from an ion-bombarded Ni{001} crysta>l
[33]. A comparison of the distribution with those obtained from si-
mulations (dotted lines) show that the shapes of the distributions match
only with those observed for the D5 state. Moreover, the experimental
results show that the population of the excited *Dj state is higher than
that of the ground *F, state. This can be explained by the fact that the
Ni band structure is D-like in character and the observed enhanced D

Intensity

0 10 20 ] 10 20 30

Energy (eV)

FIGURE 5 Kinetic energy distribution of &’F, 3

[ ; dis s ground state and a’D; excited stat
Nn atoms from _NI{OO!} (solid lines). The dotted lines represent the distjributionsS ‘:ef
dicted by MD simulations (from Ref. [33]). :
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‘state intensity is a direct consequence of being the predominant
bonding state of the metal. The MD simulations were done using the
MD/MC-CEM potential energy function fit to the bulk cohesive en-
ergy for Ni. The calculated result represents the predominant state in
the metal which was crucial in explaining the population inversion
observed experimentally.

Subsequent to this investigation scveral other anomalous systems
have been measured. Berthold and Wucher measured the energy dis-
tribution of the 2Ds/> (3.75eV) excited state of Ag and found that it
peaked at a lower energy than the ground state (QS./Z) [34]. Vandeweert
et al. have measured populations of excited states of 1.5-2.0eV ex-
citation energy in Ni and Co and have found populations as high as
20% of the ground state [35]. Obviously there is something interesting
taking place. Can MD simulations help us understand the phenomena?
The simulations certainly played an important role in the initial in-
terpretation of the Ni data [33].

ORGANIC REACTIONS

The Brenner CH potential has been used in MD simulations to study
collision induced reactions of organic films adsorbed on a Pt{111}
surface [36]. To realistically describe the Pt C and Pt-H interactions,
pairwise potential functions have been merged with Brenner’s reactive
CH potential in such a way as to describe the binding site energetics and
adsorbate geometries of various small hydrocarbons adsorbed on Pt
[36]. Both the structure and binding site of each adsorbate is assumed
prior to the beginning of the simulation. As the collision cascade
evolves, reactions occurring among the substrate atoms, the substrate
and adsorbate atoms and between individual adsorbate atoms can be
followed in time with the MD calculations.

MD simulations of 500eV Ar bombardment of organic films such
as CH, CH,, CH;, C,H;, C3H; and CsHg on a Pt{111} surface show
that the species created during the collision event not only originate
from dissociation of single adsorbates but also from recombination of
two adsorbates. Several collision induced processes, as predicted by the
calculations, are direct molecular ejection, dissociation to frag-
ments, rearrangement reactions and hydrogen abstraction reactions.
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Simulations also predict the occurrence of considerable lateral motion
of particles in the region right above the surface [37]. For smaller ad-
sorbates such as CH,, dominant species are the intact adsorbates or a H
atom. Larger molecules that extend far above the surface are exposed
to more collisions from the laterally moving particles and consequently
undergo more fragmentation and the dominant ejected species 1s
usually not the original adsorbate [38]. The lateral motion of organic
fragments readily identified in simulations were not recognized earlier.

Unimolecular rearrangement and fragmentation of C,H; yielding
HCCH 1s shown in Fig. 6. This example shows how an internally ex-
cited C;H; molecule ejects, rearranges to HCCH,; and dissociates
to give stable HCCH and H atom, all within 1 picosecond [36]. The MD
approach yields internal energies of all the molecules and it is relatively

FIGURE 6 Unimolecular rearrangement ¢ . i . coldi
HCCH (from Ref. [36]). gement and fragmentation of C;H; yielding
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straightforward to monitor how these molecules evolve and/or frag-
ment with time. Although the potential energy function used to de-
scribe the hydrocarbon interactions in these calculations may not
predict the correct energy barrier for this reaction, the pqten.tlal does
allow classical dynamics simulation to be used in the quahtaUVf: stu'dy
of such unimolecular dissociation/rearrangement type collision 1n-
duced reactions.

Intermolecular reactions can be depicted by the hydrogen abstracf-
tion mechanism which accounts for 66% of the ejected Hs in the si-
mulations [39]. The two main abstraction mechanisms seen during_ the
formation of H, are shown in Fig. 7. In the predominant mechanism,
scheme 1, a H atom emitted from a C,H; molecule moves laterally on
the surface and reacts with another H atom on a undisturbed C>H3
molecule to form a H, molecule. In scheme 2. a C,H, gets bumped such
that one of its H atoms interacts with a H atom on a neighboring C;H3.
Similar hydrogen abstraction type mechanisms also occur during other
reactions to eject different molecular species, varying frovm H, to
Pt,C,H,. In experimentally obtained SIMS (secondary 1on mass

SCHEME 1 SCHEME2

: acti i ay. black and white
FIGURE 7 Two pathways for H abstraction. The light gray.
spheres represent Ptr,) C, and H atoms. The H atoms that eventually form H; are

marked with stars (from Ref. [39]).
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spectrometry) spectra of organic molecules, the peaks of the molecular
ions (M &+ H)* are often quite intense [40]. Several mechanisms have
been ventured for the origin of these molecular ions. The “preformed
ion” mechanism postulates that the ions are created prior to the ion
bombardment event that ejected them [41,42]. Reduction reactions
have been proposed to occur through electron transfer alone or elec-
tron transfer with hydrogen attachment to the molecular ion [41--44].
Until now it was believed that the H atoms emanated ¢ither from the
substrate matrix, such as glycerol often used in FAB, or from decom-
position of the molecular ion itself [41,44]. In the particular example of
organic films adsorbed on a transition metal, it is not easy to imagine
which of the above events lead to the formation of (M +H)*. Al
though classical dynamics simulations do not take into account the
presence of electrons, these simulations do suggest an alternate source
of hydrogen and the possible occurrence of a similar hydrogen ab-
straction type mechanism for the formation of these molecular ions.

The identification of how molecular reactions proceed during keV
particle bombardment should aid in relating the structurc of molecular
solids to the peaks observed in the mass spectra. It is encouraging that
MD simulations with the use of a suitable reactive potential can ac-
tually predict several reaction pathways. Mechanisms such as lateral
motion, unimolecular rearrangement/fragmentation and above all the
H, abstraction where electronic and quantum cffects play an important
role can now be identified by classical dynamics. The strength of this
approach lies in the microscopic detail that comes from the atomic
positions as a function of time.

BINDING ENERGY EFFECT

MD calculations of high energy bombardment of a pentylidyne (CsHy)
film adsorbed on a platinum surface have been done to elucidate the
effect of the bond strength of the adsorbate with the surface [45]. As
shown in Fig. 8(b), if an energetic fragment strikes a molecule bound to
the surface by 2.7eV, bond rupture occurs near the point of contact and
fragments are ejected. If, on the other hand, the adsorbate bond
strength is only 0.6eV, the whole molecule is more easily propelled
from the surface as shown in Fig. 8(c). A similar effect has been seen
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experimentally in the molecular ion yield of small peptides adsorbed on
a surface [46]. For combinatorial libraries of peptides covalently bound
to polystyrene beads, no parent peak was observed. Yet when the
peptide was physisorbed to the bead by clipping the covalent linker
bond with an acid vapor, the parent peak appeared in abundance.
Itis assumed that ejection occurs due to collisions from the bulk that
knock off molecular species on the surfuce. Analytical models for the
collision cascade theory predict that the ejection yield is proportional to
the reciprocal of the binding energy [47]. The signal enhancement of the
parent peak (factor of 9) in the simulations is much higher than that
expected from the ratio of the binding energies (2.7/0.6 = 4.5). This
extra enhancement is due to laterally moving species, which can “pull
off” the weakly bound adsorbate molecule. The total yield of emitted
particles increases as the angle of incidence is changed from 0° 10 45° in
the casc of the tightly bound adsorbate. The main effect of the off-
normal angle of incidence is to increase the initial fragmentation of the
film and not to enhance the molecular ejection. Fragments created by
the beam can then move laterally across the surface and further frag-
ment other molecules (Fig. 8(b)). The results illustrate the role played
by laterally moving fragments in signal enhancement of the parcent-peak
in the case of weakly bound adsorbates and that of the fragment peak
in adsorbates bound strongly to the surface. These calculations also
tllustratc how customizing the substrate-analytc linker to get different
bond strengths can enhance the molecular ion yields in experiments.

SUBSTRATE MASS EFFECT

Calculations of high energy bombardment of pentylidyne (CsHy) film
adsorbed on Pt{111} and hydrogen terminated C{111} were performed
Lo see the effect of substrate mass on the ejection yield [45]. The results
show that the yields from a C substrate is much less than that from a Pt
substrate. The difference in yiclds observed from '*°Pt and '°C matrices
is due to the inability of diamond to redirect the momentum of the *°Ar
beam in the upward direction. The C atoms are too light to turn around
the momentum of Ar beam in an upward direction. This is evidently
clear when we compare the yields with the substrate masses arbitrarily
switched ('”°C, '?Pt) but the crystal structure and interaction potentials
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FIGURE 9 Experimental and calculated kinetic energy distributions of benzene and
silver from CgHe/Ag{111}.
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are left unaltered. Both the crystal structures exhibit a large mass effect
in the calculated yield. Metals therefore provide an excellent substrates
for SIMS (secondary on mass spectrometry) and using higher mass
substrates can help to increase the yield. It is crucial to realize that it is
easier to pinpoint such effects in simulations by cleverly changing
various parameters which might not be realistically possible in ex-
periments.

MOLECULAR DESORPTION

The kinetic energy distributions of neutral benzene and silver ejected
after ion bombardment of C¢Hg/Ag{111} are shown in Fig. 9. The
experiments were done with submonolayer coverage of benzene on
Ag{l11} (1 L exposure) at 120K [48]. The siiver dimer distributions
were measured, as the monomer distributions would have contribu-
tions from dimer fragmentation. The simulations were done using the
Brenner potential to describe the interactions of the C and H atoms
[49]. A pair potential was used for the interaction between Agand C, H
atoms. The silver and benzene distributions show similar trends in the
experiment and simulation. In both the cases the energy distributions
for benzene falls off faster at higher energies compared to that of silver.
In the experimental result, the peak in the benzene distribution is
shifted to lower values compared to that of silver. This is not seen in the
simulations as presently the CH potential cannot take into account
intermolecular interactions. These initial findings pave the way for
further studies to investigate molecular desorption mechanisms.

Continued efforts aimed at modeling spectra of alkane thiols ad-
sorbed on metal surfaces are given in another paper in this issue {50].
We are optimistic that a thorough interpretation of the experimental
data can be made even though classical mechanics would not be pre-
sumed to be applicable to chemical reactions.

CONCLUSION

A diverse range of collision induced processes have been discussed
above. MD simulations using classical approximations have been
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successfully used to model atomic collisions, clectronic excitations,
hydrocarbon reactions and molecular desorption. We hz.lve now come a
long way from the initial days of establishing how class_lca] rr.lodelmg.ls
a useful tool in understanding bombardment events in solids. While
mechanistic insight from collision induced atomic and moleculgr mo-
tion, substrate/projectile mass effects, substrate—adsorbate binding
energy effect are some of the phenomena one would try. 19 unders.tzmd
using molecular dynamics, we have shown how obtaining a micro-
scopic understanding of electronic excitations, band structure effects,
organic reactions like hydrogen abstraction or unimolecular re-
arrangement/fragmentation are only possible by carefully and cleverly
using classical dynamics to get an insight into processes where quantum

effects are important.
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